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Long Term Action Anticipation

Given a partial video and an anticipation 
duration, we predict a set of future action 
instances over the given duration.

Why predict set of instances?

● Generic for all types of anticipation 
outputs (action sequence, labels only)

● Single-shot prediction for all timestamps 
over the given anticipation duration

Main Idea:  Use video-level & segment-level 
representations to predict  actions

● Context of the ongoing activity in the 
video ⇒ video-level representations 

● Cross-activity information from individual 
actions ⇒ segment-level representations

Anticipation Transformer (ANTICIPATR)

Two-stage learning approach to first learn 
segment-level representations and then use 
them along with video-level representations

Encoder-decoder model for long term action 
anticipation for a given anticipation duration

Results

State-of-the-art performance on benchmarks: 
Breakfast, 50 Salads, Epic-Kitchens-55, EGTEA+

https://meghanawhal.github.io/projects/anticipatr.html

